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I. BACKGROUND

Recent bipedal locomotion learning research has found suc-
cess in describing bipedal gaits as alternating swing and stance
phases through a periodic cost function [1]. By periodically
penalizing foot forces (swing) and foot velocities (stance)
according to a probabilistic function defined by a set of ”gait
parameters” like swing ratio and a phase offset, it is possible
to learn a policy that can create all bipedal gaits.

Our further work finds that for the simpler task of just
walking we are able to use a much simpler formulation
that results in a similar reward structure. Furthermore, this
simplification allows the policy to further specialize for a
single task and achieve much higher running speeds of 3.2
m/s, the highest speed of a unsupported bipedal robot achieved
so far.

0.0 0.2 0.4 0.6 0.8 1.0
0.00

0.25

0.50

0.75

1.00

Co
st

 W
ei

gh
tin

g Left Foot
swing
stance

0.0 0.2 0.4 0.6 0.8 1.0
Time (sec)

0.00

0.25

0.50

0.75

1.00

Co
st

 W
ei

gh
tin

g Right Foot
swing
stance

Foot Cost Clock

Fig. 1: An example of the piece-wise linear clock used to describe the swing
and stance cost weightings for each foot. This clock is constructed with a
swing ratio of 40% and a cycle time of 1 second.

II. METHODS

Our methods build off of our previous work presented in
Siekmann et. al [1] with a few simplifications to the reward
and learning structure.

The primary modification we make is to replace the prob-
abilistic function with just a piecewise-linear cyclic function.
This function, which is still dependent on a given swing ratio,
then defines the weighting of the foot force and foot velocity
cost components. A plot of an example clock with a swing
ratio of 40% and a cycle time of 1 second is shown in Fig. 1

We use a feedforward neural network ([1] uses an LSTM
recurrent neural network) trained using the PPO algorithm in
a MuJoCo simulation of Cassie. During training we arbitrarily
assign (using visual heuristics) a single given swing ratio and
stepping frequency for each possible commanded speed. We
train on speeds between 0 and 4 m/s. For the corresponding
swing ratio and stepping frequencies commanded at each

Fig. 2: A picture of Cassie running at 3.2m/s.

speed refer to Table I. For speeds 1m/s to 3m/s we linearly
increase swing ratio from 0.4 to 0.8 and stepping frequency
from 1Hz to 1.5Hz in relation to the speed.

Speed Range [m/s] Swing Ratio [%] Step Frequency [Hz]
0 - 1 40 1
1 - 3 40 - 80 1 - 1.5
3 - 4 80 1.5

TABLE I: Heuristics of gait parameters used in our running policy.

III. RESULTS

Using our method, we are able to train policies that are
capable of walking at speeds between 0 and 4 m/s in sim-
ulation and can achieve a maximum speed of 3.2m/s on
hardware. We are able to transfer these simulation trained
policies directly to hardware. We believe this to be state
of the art performance on hardware for bipedal locomotion,
achieving the fastest running speed on a such a robot so
far. A video of our hardware results can be viewed at:
https://www.youtube.com/watch?v=PcGhlbkneGU
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