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I. INTRODUCTION

For a long time, scientists and engineers have studied
the complex interplay of bipedal locomotion mechanics and
control using models of different complexity [1] and aiming
to identify control objectives [2]. Humans, on the other hand,
learn to walk from trial and error. Basic locomotion behaviors
have already been learned by computer models in end-to-
end reinforcement learning (RL) frameworks [3] [4]. The
underlying models, however, often abstract the real-world
physics, especially in their contact models. In this study, we
aim at developing a self-learned walking policy through RL
on an accurate and detailed multi-body model of the JenaFox
robot.

II. METHODS

In this study, a standard RL setting is considered with an
environment E and discrete timesteps in which the agent
receives an observation st ∈ Rn,with n number of features
which represents the visible features (sensor data, e.g. joint
angles, joint velocity and ground contact signals) of the current
state st. Based on this state, the agent performs an action
at ∈ R4, representing the voltages for the two hip and two
knee joint motors. After each discrete timestep with a sampling
time of 2.5 ms, the agent receives new observation st and a
reward rt(st, at) calculated with the current action and obser-
vation. This reward scalar is then used in training the agent in
an RL setting. The agent is a neural network trained with
a Twin Delayed Deep Deterministic policy gradient (TD3)
algorithm [4]. Same as the simulation, the training algorithm
and agent are realized with the MATLAB environment through
the MATLAB Reinforcement Learning Toolbox. For stable
bipedal walking, different subgoals need to be achieved [6].
For example:

• Swinging the swing leg
• Transfer support from one leg to the other
• Control Center of Mass velocity

The reward (objective) function can be tuned to achieve the
desired behavior. The agent learns with the reward and tries to
maximize. In this study, reward shaping is the primary tool to
include expert knowledge and guide the agent to the desired
behavior. Moreover, the disadvantage of a more accurate but
slower model is compensated by using a complex reward
function to achieve stable walking through fewer training

episodes. The reward function can be divided into positive
rewards and negative rewards Eq. 1.

r = rpositive − rpunishment (1)

While positive rewards result from the forward speed and a
constant small reward for each time step, the negative rewards
punish all unwanted behavior. One such unwanted behavior is
the boom-bang control, which drives the motors only on its
positive and negative voltage limits. This can be prevented by
punishing the usage of large action (voltage) of the agent.
Other punishments include punishment for violating angle
thresholds for the hip and knee joints or penalty for touching
down the swing leg before the supporting legs.

III. FIRST RESULTS

Initial surprising solutions have been found which produce
unusual yet continuous gait patterns. With adjustments to the
initial reward function, the robot hopped on one leg using the
other leg as an oscillating weight for balancing.

IV. CONCLUSION AND OUTLOOK

The initial results indicate the algorithm’s ability to discover
meaningful behavior. With today’s computational resources,
reinforcement learning becomes viable for complex real-world
tasks. We expect an adequately shaped reward function to
result in policies that can ultimately be deployed on the
physical robot.
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